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1 Downloading ESXi-Arm Fling

To access ESXi-Arm Fling, you'll need to register for a Broadcom customer account. Registration is free -
https://profile.broadcom.com/web/registration

To download ESXi-Arm Fling and Documentation, please head to https://community.broadcom.com/flings/
home

Downloading ESXi-Arm Fling - 6
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2 Supported platforms

The Fling is launched with platforms across a wide range of foot prints and use cases, spanning from
servers and datacenters to single-board computers and far edge use cases.

2.1

Ampere Computing Altra and AltraMax-based servers (1P and experimental 2P systems support)
NXP LayerScape 2160A-based SolidRun HoneyComb LX2K mini-ITX platform.

Raspberry Pi 4B (8GB only)

Raspberry Pi 5 (8GB only)

Rockchip RK3566-based PINE64 Quartz64 Model A and SOQuartz compute module

Rockchip RK3566-based Firefly ROC-RK3566-PC and StationPC Station M2

Useful References

William Lam's Raspberry Pi BOM for ESXi-Arm Fling'

Cyprien Laplace’s BOM for ESXi-Arm Fling?

How to copy the Raspberry Pi UEFI files and boot ESXi-Arm using just USB device?®
Install ESXi-Arm with iSCSI*

vSAN Witness using Raspberry Pi 4 & ESXi-Arm Fling®

ESXi-Arm Fling as a lightweight vSphere Automation environment for PowerCLI and Terraform®
How to run Raspberry Pi OS as a VM on ESXi-Arm’

Installing VMware Tools on Raspberry Pi OS for ESXi-Arm?®

Installing VMware Tools on Ubuntu for ESXi-Arm (see page 53)

Installing VMware Tools on Photon OS for ESXi-Arm?®

Installing VMware Tools on Alpine Linux 3 for ESXi-Arm°

Installing VMware Tools on Fedora 32 for ESXi-Arm"’

Installing VMware tools on CentOS 8 for ESXi-Arm'?

Installing VMware Tools on FreeBSD for ESXi-Arm'3

Installing VMware Tools for Debian 10 for ESXi-Arm'#

1 https://www.williamlam.com/2020/10/my-raspberry-pi-4-bom-for-esxi-arm-fling.htmi

2 https://blogs.vmware.com/arm/2020/10/13/my-cyprien-bom-for-esxi-arm-fling/

3 https://www.williamlam.com/2020/10/how-to-copy-the-raspberry-pi-uefi-files-and-boot-esxi-arm-using-just-usb-device.html

4 https://blogs.vmware.com/arm/2020/10/17/esxi-arm-with-iscsi/

5 https://www.williamlam.com/2020/10/vsan-witness-using-raspberry-pi-4-esxi-arm-fling.html

6 https://www.williamlam.com/2020/10/using-esxi-arm-fling-as-a-lightweight-vsphere-automation-environment-for-powercli-and-
terraform.html

7 https://www.williamlam.com/2020/10/how-to-run-raspberry-pi-os-as-a-vm-on-esxi-arm.htmi

8 https://www.williamlam.com/2020/10/installing-vmware-tools-on-raspberry-pi-os-for-esxi-arm.htmi

9 https://blogs.vmware.com/arm/2020/10/09/installing-vmware-tools-on-photon-os-for-esxi-arm/

10 https://www.virten.net/2020/10/vmware-tools-for-alpine-3-aarch64-on-esxi-arm/

11 https://www.virten.net/2020/10/vmware-tools-for-fedora-32-aarch64-on-esxi-arm/

12 https://www.virten.net/2020/10/vmware-tools-for-centos-8-aarch64-on-esxi-arm/

13 https://vincerants.com/open-vm-tools-on-freebsd-under-vmware-esxi-arm-fling/

14 https://www.virten.net/2020/10/vmware-tools-for-debian-10-arm64-on-esxi-arm/
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« Installing VMware Tools for OpenSUSE for ESXi-Arm’®

+ Kubernetes on ESXi-Arm using k3s'®

+ PhotonOS Arm NFS Virtual Appliance using OVF properties for ESXi-Arm
+ Automated network scripted installation of ESXi-Arm without SD Card’®
- Stateless ESXi-Arm with Raspberry Pi'®

17

« UEFI-less VMs with ESXi-Arm Fling 1.1%°

« Running ESXi-Arm under QEMU?'

+ Get Your Rasbperry Pi's Temperature and More??

+ Setting virtual screen resolution for ESXi Arm VMs?3
« ESXi-Arm Licensing Options?*

+ How to run Kali Linux on ESXi-Arm?®

+ Rocky Linux RC1 on ESXi-x86 & ESXi-Arm?®

15 https://www.virten.net/2020/10/vmware-tools-for-opensuse-aarch64-on-esxi-arm/

16 https://www.williamlam.com/2020/10/kubernetes-on-esxi-arm-using-k3s.html

17 https://www.williamlam.com/2020/10/packer-reference-for-photonos-arm-nfs-virtual-appliance-using-ovf-properties-for-esxi-arm.html
18 https://www.williamlam.com/2020/10/automated-network-scripted-installation-of-esxi-arm-without-sd-card.html
19 https://www.williamlam.com/2020/11/stateless-esxi-arm-with-raspberry-pi.html

20 https://blogs.vmware.com/arm/2020/10/23/uefi-less-vms-with-esxi-arm-fling-1-1/

21 https://blogs.vmware.com/arm/2020/11/14/running-esxi-arm-under-qgemu/

22 https://blogs.vmware.com/arm/2020/11/17/get-your-raspberry-pis-temperature-and-more/

23 https://blogs.vmware.com/arm/2021/03/23/setting-virtual-screen-resolution-for-esxi-arm-vms/

24 https://www.williamlam.com/2020/12/esxi-arm-licensing-options.html

25 https://www.williamlam.com/2020/11/how-to-run-kali-linux-on-esxi-arm.html

26 https://williamlam.com/2021/05/rocky-linux-rc1-on-esxi-x86-esxi-arm.html
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3 Upgrading from Fling v1

If you're upgrading from version 1 of the Fling there are a couple of things to change in the VMX files of your
VMs. Use a text editor to open the .vmx file and edit as described in the following sections.

3.1 Virtual hardware version

The virtual hardware version number needs manually updating to version 21.

Find the virtualHW.version line and change its value to 21. It should now read

virtualHW.version = "21"

3.2 guestOS value

The guestOS description needs manually updating with a prefix of " arm-".

Find the guestOS lineand add " arm- ". For example, a Windows VM should have

guestO0S = "arm-windowsl1l-64"

Upgrading from Fling vl - 9



Arm — ESXi-Arm Fling Doc

4 1/0 options

4.1 Supported storage

iSCSI LUNs, NVMe and SATA drives are supported, as is USB storage. On some platforms, like the Raspberry
Pi 4B, USB storage and iSCSI are the only options.

4.1.1 Disk size

ESXi 8.0 installation uses a persistent storage device that is a minimum of 32 GiB for boot devices. A local
disk of 128 GiB or larger is optimal for ESX-OSData support. The disk contains the boot partition, ESX-OSData
(VMFS-L) volume and optionally a VMFS datastore.

By default the installer will use up to 128GiB for the boot and the ESX-OSData partitions. It is possible to
reduce that size by passing systemMediaSize=min (for smallest ESX-OSData volume, 25GiB)
or autoPartitionOSDataSize (unsupported) when the installer boot screen prompts for options (Shift-0).

Loading ESXi installer

ENTER: Boot> <SHIFT+0: Edit boot options>
Automatic boot in 5 seconds...

E.g. autoPartitionOSDataSize=8192 for an 8GB VMFS-L partition, and the remainder space will be used to
create VMFS datastore.

CENTER: Apply optior ind

s and boo
> runueasel cdromBoot autoPartitionOSDataSize=6192|

For more details on changing the default ESX-OSData volume, please see this blog post?’.

4.2 Supported networking

PCle and USB networking is supported. On the Raspberry Pi 4B, the onboard NIC is also supported. The
Raspberry Pi 5 onboard NIC is not currently supported.

27 https://www.virtuallyghetto.com/2020/05/changing-the-default-size-of-the-esx-osdata-volume-in-esxi-7-0.html
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4.3 USB devices

The list below is not exhaustive, but are some storage/networking options that has been tested to work with

the Raspberry Pi 4B.

4.3.1 Storage

Arm — ESXi-Arm Fling Doc

VID PID Description Product Comments
154b f009 PNY Elite 240GB USB 3.0 | https://
Portable Solid State Drive | smile.amazon.com/gp/
product/B01GQPXBQC
175 0621 Innostor Technology https://
Corporation SATA Bridge/ | www.amazon.com/gp/
Enclosure product/BO7CVXS2L8
152d 0583 JMicron NVMe Bridge/ https:// Must be used with a
Enclosure www.amazon.com/gp/ powered USB hub on the
product/BO7HCPCMKN Raspberry Pi 4B
090c 1000 Samsung MUF-256AB https:// (So far) Only tested with a
www.amazon.com/gp/ powered USB hub
product/B07D7Q41PM
0930 6545 Toshiba TransMemory (So far) Only tested with a
powered USB hub
13fe 5700 Kingston Technology USB Stick from DO NOT USE, I/0 errors
Company Inc Microcenter formatting

4.3.2 Networking

Raspberry Pi 4B note: For performance reasons, we recommend using the on-board gigabit ethernet port for

ESXi host networking.
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VID PID Description Product Comments

Obda 8153 Realtek RTL8153 https:// Not recommended with a
Gigabit Ethernet Adapter | www.amazon.com/gp/ stock power supply on the
product/B01J6583NK Raspberry Pi 4B

https://
www.amazon.com/gp/
product/BO0BBD7NFU?®

https://
www.amazon.com/gp/
product/BOTKAOUR30

https://
www.amazon.com/gp/
product/BOTM7PL2WP

Note: USB RTL8153 NIC will show up in ESXi-Arm incorrectly as 100Mbit, although speeds can be faster it
can be constrained further when using it with Raspberry Pi due to hardware/software constraints.

4.3.3 Keyboards

Generally, any USB keyboard should work.

VID PID Description Product Comments
04d9 0006 Raspberry Pi Keyboard https://www.raspberrypi.org/
products/raspberry-pi-keyboard-
and-hub/

4.4 Supported plug-in PCle adapters

Every other platform outside of the Raspberry Pi and Quartz64 requires a bring-your-own solution for
networking. It is recommended that PCle NICs are used where possible. While most platforms have on-board
SATA controllers, plug-in SATA adapters are supported as well. The tested drivers are a subset of the 8.0
release set.

28 https://www.amazon.com/gp/product/BO0BBD7NFU/
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Type Vendor Driver Comments

NIC Intel ne1000 https://www.vmware.com/resources/
compatibility/search.php?
deviceCategory=io&details=1&partner=46&releas
es=6928&keyword=ne1000&deviceTypes=6&driver
Model=2&page=1&display_interval=10&sortColu
mn=Partner&sortOrder=Asc

NIC Intel ixgben https://www.vmware.com/resources/
compatibility/search.php?
deviceCategory=io&details=1&partner=46&releas
es=692&keyword=ixgben&deviceTypes=6&driver
Model=28&page=1&display_interval=10&sortColu
mn=Partner&sortOrder=Asc

NIC Mellanox various https://www.vmware.com/resources/
compatibility/search.php?
deviceCategory=io&details=1&partner=55&releas
es=692&deviceTypes=6&driverTypes=1&driverMo
del=2&page=1&display_interval=10&sortColumn=
Partner&sortOrder=Asc

NVMe various nvme_pcie https://www.vmware.com/resources/
compatibility/search.php?
deviceCategory=io&details=1&releases=6928&key
word=nvme_pcie&deviceTypes=22&driverTypes=
1&driverModel=2&page=1&display_interval=10&s
ortColumn=Partner&sortOrder=Asc

SATA various vmw_ahci https://www.vmware.com/resources/

compatibility/search.php?
deviceCategory=io&details=1&releases=6928&key
word=vmw_ahci&driverTypes=1&driverModel=2&
page=1&display_interval=10&sortColumn=Partner
&sortOrder=Asc
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5 Preparation

Follow the hardware-specific guides around configuring the system.

5.1 iSCSI

This is a non-exhaustive guide to using iSCSI and installing ESXi to an iSCSI LUN.

5.1.1 Sorting out your LUNs.

Everyone’s SAN is a bit different.

5.1.1.1 QNAP

Note: QNAP’s LUNSs start at 0.

Eg Storage Manager =X ® {§}
iSCSI Target List ‘ Create ‘ | iSCSI ACL | ‘ Settings | ‘ Action - |
Overview
I S ™ R
Storage
# pi0 (ign.2004-04.com.gnap:ts-469pro:iscsi.pi0.d1fdf9) Ready -
Storage & 1D:0-pi0_0 (File-based LUN from Volume?) - 40068 100%  Enabled
Disks # pil (ign.2004-04 com gnap:ts-469proiscsi pil.d11dig) Ready =
Storage Space @ 1D: 0 - pi1_0 (File-based LUN from Volume1) - 4.00 GB 100%  Enabled
External Storage ~~ pi2 (ign.2004-04.com.qnapts-469pro:iscsi.pi2.d1fdf9) Ready -
iscs & 1D 0-pi2_0 (File-based LUN from Yolume1) - 40068 100%  Enabled

iSCS! Storage

Remote Disk

LUN Backup

The most important item here is the IQN. For the sake of this example, authentication is turned off.

Quick Configuration Wizard

CHAP Authentication Settings

] Use CHAP authentication

| do set a few advanced settings and these appear to be okay.
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Advanced Settings &

L) ak bytes Sector Size

Report volatile write cache (recommended for data safety'_io

FUA bit capability (recommended for data safetyMfl

Back MNext Cancel

Step 6/11

5.1.1.2 Synology

Synology tells you what number to use for your created volumes. If you have multiple LUNs in the same
target, you need to match the value in Number column.

Note: Synology LUNs start at 1.

% iSCSI Manager P - A
Create Remove Action ~
@ Overview
Name Synology-iSCSI
IQN ign.2000-10.local.hohndel:Synology-210
Service Status ign.2020-10.local.hohndel:pi-208 (D 208)
g LUN iqn.2020-10.local.hohndel:pi-207 (G EED207)
Authentication None
Q Settings Multiple Sessions Enable
Header digest Disable
E Log Data digest Disable
Maximum receive segment bytes 262144 Bytes
Maximum send segment bytes 262144 Bytes

Mapped iSCSI LUNs

1 iSCSI-datastore 64 GB
2 boot-207 8 GB
3 boot-208 8 GB

5.1.1.3 Others

FreeNAS, etc, configuration will be different. You may have different or additional settings. Experiment,
especially if you start seeing “strange” behavior, such as the target not visible in UEFI, or having “read-only”
access in ESXi, such as the installer failing to format the LUN.

5.1.2 Configuring firmware

The following directions apply to any system using Tianocore edk2-based UEFI, provided iSCSI support is
compiled into the firmware. For systems with commerciial UEFI, the Ul will be different.

Start at the main UEFI setup page. On the Pi, you can reach this screen by mashing the ESC key. Use arrow
keys to select Device Manager.
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Raspberry Pi 4 Model B
BCH2711 (ARM Cortex-A72)
UEFI Firmware v1.20

Select Language <English> This selection will
take you to the
» Device Manager
» Boot Manager
» Boot Haintenance Manager

Continue
Reset

ti=Move Highlight <Enter>=Select Entry

Press ENTER. Now select iSCSI Configuration.

Device Manager

Devices List Configure the iSCSI
» Secure Boot Configuration paraneters.
» Console Preference Selection
» RAM Disk Configuration
» Driver Health Manager
» Tls Auth Configuration
» Raspberry Pi Configuration

>
» Network Device List

Press ESC to exit.

tl=Move Highlight Enter>=Select Entry Esc=Exit

Press ENTER. Now select the iSCSI Initiator Name field. Press ENTER. A text entry box will pop up.
Enter something here that matches IQN format (usually in the format -ign.year-

month.your.domain:machine-id ). Press ENTER.
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iSCSI Configuration

iSCSI Initiator Name The worldwide unique

name of iSCSI
» Add an Attempt Initiator. Only IOQN
format is accepted.
» Delete Attempts

» Change Attempt Order

ti=Move Highlight

Now select Add an Attempt and press ENTER.

MAC Selection

LMAC DC:A6:32:B1:E6:29 PFA: Bus 0 | Dev O |
Func 0

tl=Move Highlight Enter>=Select Entry Esc=Exit

Select the NIC that you will use for the iSCSI boot attempt. On the Pi, there’s only one on-board NIC, so just
press ENTER.

Attempt Configuration

iSCSI Attempt Name Disabled, Enabled,
Enabled for MPID

iSCSI Mode

Internet Protocol

Connection Retry Count

Connection Establishing

Tineout Enabled for MPIC
ISID 1CA632B1E629
Enable DHCP

Initiator IP Address
Initiator Subnet Mask

T1=Move Highlight <Enter>=Complete Entry Esc=Exit Entry
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Now, navigate to the iSCSI Mode field, press ENTER, and select Enabled, pressing ENTER to complete
selection. For the sake of this example, use IPv4. Navigate to Enable DHCP and press SPACEBAR to enable.

Attempt Configuration

1
Enable DHCP
Enable DHCP
Initiator IP Address
Initiator Subnet Hask
Gateway

Get target info via DHCP
Target Name

Target Address
Target Port
Boot LUN

Authentication Type

CHAP Type
CHAP Name

t1=Move Highlight

Configuration changed

This is the most important info: enter the IQN correctly under Target Name. If you mistype it here, don't
correct it as it won't “stick”. Exit out and try re-entering the entire form (it's a TianoCore bug). You also need
the server connection info and the LUN ID.

Attempt Configuration

The worlduide unique
Enable DHCP name of the target.
Initiator IP Address SRS Only ign. format is
Initiator Subnet Mask .0.0. accepted.
Gateway d

Get target info via DHCP
Target Name

Target Address
Target Port
Boot LUN

Authentication Type
CHAP Type

: et to Defaults F10=Sav
ti=Move Highlight Select Entry Esc=Exit

Configuration changed

For the sake of keeping things simple, turn off CHAP.
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Attempt Configuration

1
Authentication
Get target info via DHCP [ ] method: CHAP,
Target Name iqn.2004-04.com.qnap:ts-46 Kerberos. or None
9pro:iscsi.pi0.d1fdf9

Target Address 10.0.1.4

Target Port 3

Boot LUN 0

Authentication Type
CHAP Type <One way>
CHAP Name =
CHAP Secret =

Save Changes
» Back to Previous Page

ti=Hove Highlight <{Enter>=Complete Entry Esc=Exit Entry

Configuration changed

Now navigate to Save Changes.

Attempt Configuration

1
Must reboot system
Get target info via DHCP [ ] manually for changes
Target Name ign.2004-04.com.qnap:ts-46 to take place.
9pro:iscsi.pi0.d1fdf9
Target Address 10.0.1.4
Target Port 132601
Boot LUN 0

Authentication Type <None>

» Back to Previous Page

T4=Hove Highli

Configuration changed

Press ENTER. You should see your added iSCSI boot attempt listed.

CSI Configu n

iSCSI Initiator Name ign.2020-10.foo:bar MAC:
DC:A6:32:B1:E6:29.
» Add an Attempt PFA: Bus O | Dev O |
[ ttenpt 1 Func 0, iSCSI mode:
Enabled, IP version:
» Delete Attempts IP4

» Change Attempt Order

Ti=Hove

Exit out (ESC) all the way to the main setup screen and select Reset.
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Raspberry Pi 4 Model B
BCH2711 (ARM Cortex-A72)
UEFI Firmware v1.20

Select Language <English>

» Device Manager
» Boot Manager
» Boot Haintenance Manager

Continue

ti=Move Highlight <Enter>=Select Entry

Press ENTER. Your Pi will reboot. Hit ESC to enter UEFI setup again. It will take a bit of time (it's connecting
to the iSCSI target). Select Boot Manager.

Raspberry Pi 4 Model B
BCM2711 (ARM Cortex-A72)
UEFI Firmware v1.20

Select Language <English> This selection will
take you to the Boot
» Device Manager Manager
3
» Boot Maintenance Manager

Continue
Reset

t1=Hove Highlight <Enter>-Select Entry

Press ENTER. You should see the iSCSI target listed here.

Boot Manager

Device Path :
Boot Manager Menu MAC (DCABIZB1E629,0x1) /
IPv4(10.0.1.4,TCP,DHCP
UEFI PXEv4 (MAC:DCAGIZB1E629) »10.0.1.73,10.0.1.1,25
UEFI PXEu6 (MAC:DCAGIZBI1E629) 5.255.255.0) /iSCSI (ign
UEFI HTTPu4 (MAC:DCAG32B1E629) .2004-04 .con.qnap:ts-4
UEFI HTTPub (MAC:DCAG32B1E629) 69pro:iscsi.pi0.d1fdf9
UEFI Shell »0x1,0x000000000000000
SD/MMC on Arasan SDHCI 0. None ., None .None , TCP)
UEFI OQNAP iSCSI Storage
UEFI Samsung Flash Drive FIT 0377319070025344

Use the <1> and <!> keys to choose a boot option,
the <Enter> key to select a boot option, and the
<Esc> key to exit the Boot Manager Menu.

t1=Hove Highlight <Enter>-Select Entry Esc=Exit
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Of course now you can boot the ESXi installer (e.g from USB drive).

If there are networking connectivity issues the iSCSI boot option will not be listed in the Boot Manager. This
includes obvious stuff (NIC cable fell out, SAN is off) but also invalid IQN configuration.

Boot Manager

JEFI Samsung Flash Drive FIT 0377319070025344
UEFI PKEv4 (MAC:DCA632B1E629)

UEFI PKEv6 (MAC:DCA632B1E629)

UEFT HITPu4 (MAC:DCAG32B1E629)

UEFI HITPub (MAC:DCA63IZB1E629)

SD/MMC on Arasan SDHCT

UEFT Shell

Use the <1> and <!> keys to choose a boot option,

the <Enter> key to select a boot option, and the
<Esc> key to exit the Boot Manager Menu.

Ti=Move Highlight <Enter>=Select Entry

Device Path :
PcieRoot (0x0) /Pci (6x0,
0x0) /Pci (0x0,0x0) /USB(
0x0,0x0) /USB (0x0.,0x0) /
USH (0x3,0x0)

Note that the attempt is still listed in the iISCSI Configuration portion of UEFI setup!

Important: if you made any errors in the config, delete and re-create the attempt. There’s a UEFI bug where
the attempt configuration won't be updated.

iSCSI Configuration

iSCSI Initiator Name ign.2020-10. foo:bar

» Add an Attempt
ttenpt 1

» Delete Attempts
» Change Attempt Order

set to Defaults

T4=Hove Highlight A Select Entry

MAC:
DC:A6:32:B1:E6:29,
PFA: Bus 0 | Dev 0 |
Func 0, iSCSI mode:
Enabled, IP version:
IP4

As soon as the problem is fixed (i.e. NIC cable is back), the boot option will re-appear, even at the same spot/
ordering as it was before.
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Boot Manager

Device Path :

MAC (DCA632BIE629,0x1) /

TPu4(10.0.1.4,TCP,DHCP
JEFI QNAP iSCSI Storage ,10.0.1.73,10.0.1.1,25
UEFI Samsung Flash Drive FIT 0377319070025344 5.255.255.0) /iSCSI (ign
UEFI PXEv4 (MAC:DCAB3ZBIE629) .2004-04 .com.qnap : ts-4
UEFI PXEv6 (MAC:DCAB32B1E629) 69pro:iscsi.pi0.difdf9
UEFI HTTPu4 (MAC:DCA632B1E629) »0x1,0x000000000000000
UEFI HTTPu6 (MAC:DCA632B1E629) 0,None, None , None , TCP)
SD/MMC on fArasan SDHCI
UEFI Shell

Use the <1> and <4> keys to choose a boot option,

the <Enter> key to select a boot option, and the
<Esc> key to exit the Boot Mamager Menu.

Tl=Move Highlight Enter>=3Select Entry

Note: if you got the wrong LUN number, the entry may appear but be non-functional.

Also, if you configure iSCSI with DHCP, note that the boot entry will change if the DHCP offer (IP address)
changes. This means that the boot order will change, as the old entry will be removed and the new entry

added at the bottom of the list. Caveto!
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6 Create ESXi Installer USB Key

For this you'll need the ESXi-Arm Fling ISO, of course.

6.1 Using balenaEtcher on Linux, Mac or Windows

Download balenaEtcher from https://www.balena.io/etcher/, and choose the Fling ISO and USB key target.
Hit Flash!

You can ignore the warning about the missing partition table, it's an ISO.

." balenaEtcher

B Flash from file
& Flash from URL

IE Clone drive

.” balenaEicher

Missing partition table

It looks like this is not a bootable image. The image does not appear to contain a partition
table, and might not be recognized or bootable by your device.
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." balenaEicher

Select target 2

Name Size Location

SanDisk Ultra Media 61.5GB /dev/disk3

v Show 1 hidden

seleCt (1)

." balenaEtcher

VMware-VM...rché4.iso SanDisk Ultra Media Flash!
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&9 balenaEicher

o VMware-...h64.iso

While you are waiting, check out our featured project

! SanDisk...a Media

’

i)

Validating... ‘

Make a private video surveillance system

Watch over the things you love; build a camera system that avoids
sending video to the cloud using a Raspberry Pi and a webcam.

Flash Complete! Flash Another

]
A We hope you enjoyed
using Etcher!

W Share on Twitter

6.2 On macOS
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Identify the disk using the following command and make note of the disk path (e.g. /dev/diskX), and make

sure any existing partitions are unmounted.

$ diskutil list

/dev/disk4 (external, physical):

#e TYPE NAME SIZE

0: GUID_partition_scheme *256.6 GB
1: EFI EFI 209.7 MB
2: Apple_HFS Untitled 256.3 GB

$ diskutil unmount /dev/disk4s2
Volume Untitled on disk4s2 unmounted
$ diskutil unmount /dev/disk4sl
disk4sl was already unmounted

IDENTIFIER
disk4
disk4s1
disk4s2
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Raw-write the ISO file to the drive, using the disk identified above. Note the use of the raw device (/dev/
rdisk4, not /dev/disk4)

$ sudo dd 1if=~/VMware-VMvisor-Installer-8.0U3b-24304636.aarch64.iso of=/dev/rdisk4
bs=$((16 * 1024 x 1024))

Eject the drive:

$ hdiutil eject /dev/disk4
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7 Installing ESXi-Arm

Make sure to also follow the notes in the the hardware-specific guides for installation and post-installation
steps.

+ Fling on Raspberry Pi

+ Fling on Ampere Altra-based Servers
Fling on SolidRun HoneyComb LX2K

+ Fling on PINE64 Quartz64 Model A

7.1 Basic installation

After booting the installer ISO, you will see the installer:

VMuare ESXi on Arm Fling Installer

Helcone to the VMuare ESXi on Arm Fling Installation

VMuare ESXi on Arm Fling installs on most SystemReady-1ike
systems, but only a few chosen systems are “officially™
supported.

For more info, see https://bren.tech/f1ing-comnunity

Select the operation to perforn.

After accepting the EULA, the installer will list available storage media for installation. Use the arrow keys to
select the drive to install it.
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Select a Disk to Install or Upgrade
(any existing YMFS5-3 will be automatically upgraded to YMF5-5)

= Contains a VHFS partition
# Clained by VMware vSAN

Storage Device Capacity

SanDisk Ultra (mpx .unhba32:C0:T0:LO) 57.28 GiB

Renote:
(none)

Select your keyboard layout:

Please select a keyboard layout

Swiss French
Suwiss Gernan
Turkish

US Dvorak
Ukrainian
United Kingdon

Use the arrow keys to scroll.

Choose a password:

Enter a root password

Root password:
Conf irm password:

Press F11 to confirm the install.
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Note: If you're using the Raspberry Pi USB keyboard, F11 is the combination of Fn and F1.

Confirm Install

The installer is configured to :
= ESXi-Arn 8.0.3 on npx.vnhba33:C0:T0:LO

Harning: This disk will be repartitioned.

Installation should be complete. Press ENTER to reboot.

Installation Complete
ESXi-Arm 8.0.3 has been installed successfully.

ESXi-Arm 8.0.3 will operate in evaluation mode for 180
days.

To use ESXi-Arm 8.0.3 after the evaluation period, you
nust perforn a reinstall.

To administer your server, navigate to the server’s
hostname or IP address from your web brouser or use the
Direct Control User Interface.

Reboot the server to start using ESXi-Arm 8.0.3.

7.2 Operation with a video console

If you're installing ESXi-Arm on a system with a video adapter (or you're plugging a screen into a Raspberry
Pi), ESXi will default to using the video and USB keyboard for its console.

This how DCUI (console Ul) looks on boot-up:
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<F2> Custonize System/Vieu Logs

VYMuare ESXi on Arm Fling (VMKernel Release Build 24304636)

See https://blogs.vmuare.con/arn/ for tips, tricks and nore
Note: THIS TECH PREVIEW IS NOT A PRODUCT

Raspberry Pi Foundation Raspberry Pi 4 Model B

ARM Linited Cortex-A72 rOp3

7.9 GiB Menory

To manage this host, go to:

https://192.168.1.71/ (DHCP)
https://[feB0: :deab:32ff :feeB:dla4l/ (STATIC)
https://[2aB0:23c5:ef0d:al01:deab:32ff :feeB:dla4]/ (AUTOCONF)

<F12> Shut Doun/Restart
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The video console has a notion of virtual terminals, which can be switched between using key combos:

Key combo Description Comments

ALT-F2 DCUI Or installer when installing
ALT-F1 ESXi Shell If ESXi Shell access is enabled
ALT-F11 Kernel status

ALT-F12 Kernel log messages dmesg

7.3 Headless operation

If you're installing ESXi-Arm on a system without a video adapter (or you're not plugging a screen into a
Raspberry Pi), ESXi-Arm will use a serial port for its console. Usually, systems will have only one such port. In
case there are several, system UEFI may have additional Serial Port Console Redirection configuration.

Like a system with a video console, ESXi will boot up to a DCUI (console Ul) screen, although this will look a

bit different:
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ESXi actually supports several different "roles” for the serial port. These roles are like virtual terminals and
can be switched between using key combos:

Key combo

CTRL-G CTRL-B 3

CTRL-G CTRL-B 2 ENTER

CTRL-G CTRL-B 1

7.4 After installation

Now you're ready to check out the VMware ESXi Host Client. (see page 34)
There are a few settings you can change directly from DCUI (console Ul).

To customize configuration press F2. You will be asked to authenticate.

DCUI

Description

ESXi Shell

Kernel message log

Comments

Or installer when installing

If ESXi Shell access is enabled
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Authent icat ion Required

Enter an auvthorized login name and password for
localhost. .

Conf igured Keyboard (US Default)
fogin None: | 9%
[

Passuord:

{Enter> 0K <Esc> Cancel

7.4.1 Changing NIC and TCP/IP configuration
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Note: The system will default to DHCP on the first NIC detected during install that had a link up.

Use arrow keys to navigate to Configure Management Network:
S e

Configure Passuord Hostnane:
Configure Lockdoun Mode localhost
onf igure Managenent Network 1Pv4 Address:
Restart Management Network 18.8.1.54
Test Hanagenent Netuork

Netuork Restore Options Network identity acquired from DHCP server 10.8.1.1

Configure Keyboard IPv6 Addresses:
Troubleshoot ing Options 680 :deab :32FF :feb 1 :e629/64

Vieu Systen Logs . this host’s management netuork settings in
ess CEnterd
Vieu Support Infornat ion

Reset Systen Configuration

Press ENTER. The rest of this should be fairly self-explanatory.

Conf igure Managenent Network Netuork Adapters.

letuork Adapters

VLAN (optional)

IPv4 Configuration
IPv6 Conf iguration
DNS Conf igurat ion
Custom DNS Suffixes

7.4.2 Enabling SSH or console shell

Note: ESXi Shell (from console) and SSH access are turned off by default.

Use arrow keys to navigate to Troubleshooting Options:

Systen Custonization Troubleshoot ing Opt ions
Conf igure Password ious troubleshooting node options like Enable
Configure Lockdoun Mode |3 11, Enable SSH and Restart Age

Configure Managenent Netuork
Restart Managenent Network
Test Managenent Netuork
Netuork Restore Options

Conf igure Keu rd

Press ENTER.
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Troubleshoot ing Mode Options. ESXi Shell

ESXi Shell is Disabled

Enable SSH ;
Hodify ESKi Shell and SSH timeouts Change current state of the ESXi She

Modify DCUT idle tincout
Restart Managenent Agents

You can toggle ESXi Shell or SSH support by selecting the entry and pressing ENTER.
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8 VMware ESXi Host Client

This is a web Ul to your installed ESXi-Arm system. This is where you can configure ESXi-Arm and create and
access VMs.

8.1 Login and host configuration

1. Access ESXUI from a browser with https://<esx-host-ip >/ui and login with root privileges.

2. Setting up NTP: It is especially important to make sure that the host has clock synchronized, if you
plan to connect to vCenter later.
a. Under Host -~ Manage — System, select Time & date and click Edit NTP Settings.
b. Select Use Network Time Protocol (Enable NTP client).
c. Enter the IP address or fully qualified domain name of one or more NTP servers to
synchronize with.
(You can use pool.ntp.org??)
Save
e. Under Networking — Firewall rules, select the NTP Client line, and choose Enable in the
Actions menu.

f. Under Host — Manage — Services, select the ntpd line and click on Start.

8.2 Virtual Machine Creation

1. Right click Host — Select Create/Register VM
2. Select creation type — Create a new virtual machine

3. Enter Name and Guest OS details
a. Compatibility: ESXi 8.0 U2 virtual machine
b. Guest OS family: Linux
c. Guest OS version: <any from the below supported guest list>

29 http://pool.ntp.org
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& New virtual machine

| 1 Select creation type Select a name and guest OS

ndguestoS  specity a unique name and 0S

10 Ready to complete

n contain up to 80 characters and they must be unique within each ESXi instance.

operating system here allows the wizard to provide the appropriate defaults for the operating

ESXi 8.0 U2 virtual machine

Guest OS family Select Guest OS Family

Guest OS version Select Guest OS Version

CANCEL BACK NEXT

4. Select storage — Standard: <choose from the available datastores> (Note: If you're using the Pi and
installing the ESXi-Arm bits on a usb stick, and the usb stick is <128GB, and you do not see an
available datastore at this step, it's possible that you may have neglected
the autoPartitionOSDataSize during the initial boot-install. Unfortunately the only way to correct this
is to redo the installation. This time make sure to append the field along with the size. See the Pi
installation guide Section 4 for details)

5. Customize settings
a. CPU: <choose from available list>
Memory: <within available limit>
Hard disk: <within available limit>
USB controller: <default> (USB 3.1)
Network Adapter: <default> (E1000e)
CD/DVD Drive: Choose "Datastore I1SO file" — Browse datastore to upload/find the required
ISO
g. Video Card: <default>
Additional hardware can be added with "Add hard disk", "Add network adapter" and "Add other device"
options.
Note: The USB controller is required to use the keyboard and mouse to interact with the Virtual
Machine.

-~ ® Q2 0 T
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6. Review settings — Finish

+& New virtual machine - Arm Linux (ESXi 8.0 U2 virtual machine)

10 Ready to complete

2 Add hard disk

>@ ey

> &8 Memory

> QHerd disi1

SATA Controller O

s USB controller 1

> 'S Network Adapter 1

@ C/oVD Drive 1

Status

CD/DVD Media

Controller location

> [ Video Card
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G, Add network adapter Add other device

4 (]
4 =
16 6B x
x
usB31
x
VM Network ~ @Comnect X
Datastore ISO file. v |@Connect  x

Connect at power on

[datastorel] noble-deskiop-armed.iso

BROWSE..

SATAcontroller 0 v || SATA(0:1)

™ New virtual machine - Arm Li
virtual machine)

Defaul settings
CANCEL | BACK NEXT

7. Powering on the VM should take you to the OS installer.

8.3 Guest OS support

These operating systems have been tested to properly install with the following basic configuration:

Virtual Hardware

CPU

Memory

4GB

Hard disk

16 GB

SATA Controller

USB controller

USB 3.1

Network adapter

E1000e

CD/DVD Drive

Datastore ISO file

Video Card

Default settings
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These operating systems have been tested as working using UEFI in the virtual machine which uses ACPI as

the default

Distribution URL Verified By

Ubuntu 24.04.1 LTS (Noble https://cdimage.ubuntu.com/noble/daily- VMware

Numbat) live/current/noble-desktop-armé4.iso

Ubuntu 22.04.05 LTS (Jammy https://cdimage.ubuntu.com/jammy/daily- VMware

Jellyfish) live/current/jammy-desktop-arm64.iso

Fedora 39 https://fedora.mirrorservice.org/fedora/ VMware
linux/releases/39/Workstation/aarch64/
images/Fedora-
Workstation-39-1.5.aarch64.raw.xz

Photon OS 5.0 https://github.com/vmware/photon/wiki/ VMware
Downloading-Photon-0S

Debian 12.7 https://cdimage.debian.org/debian-cd/ VMware
current/armé4/iso-cd/

NetBSD https://cdn.netbsd.org/pub/NetBSD/ VMware
NetBSD-10.0/images/NetBSD-10.0-evbarm-
aarch64.iso

OpenBSD https://cdn.openbsd.org/pub/OpenBSD/7.5/ | VMware
arm64/install75.iso

FreeBSD https://download.freebsd.org/ftp/releases/ VMware
ISO-IMAGES/14.1/FreeBSD-14.1-RELEASE-
arm64-aarch64-disc1.iso

8.4 See also

Add a CD or DVD Drive to a Virtual Machine in the VMware Host Client https://docs.vmware.com/en/
VMware-vSphere/8.0/vsphere-esxi-host-client/GUID-132901CE-AE24-4A61-

B8CB-55CF6489A8A7.html

General guide to managing a VM from VMware Host Client: https://docs.vmware.com/en/VMware-
vSphere/8.0/vsphere-esxi-host-client/GUID-4ECD8CE7-6362-4FC3-A2DA-CD3D68882306.html
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9 VMware vCenter Server Basics

The vCenter Server and Host Management full documentation is available at https://docs.vmware.com/en/
VMware-vSphere/8.0/vsphere-vcenter-esxi-management/GUID-3B5AF2B1-C534-4426-B97A-
D14019A8010F.html

9.1 Add a Datacenter and a Cluster

When vCenter Server is just installed you need to create a Datacenter object, and eventually a Cluster to add
your ESXi hosts to.

9.1.1 Adding a Datacenter

On the Host and Clusters page, select the VC address and click on New Datacenter... in the ACTIONS drop
down menu. Choose a nhame and validate the popup.

@ vsphere-10.118233231 x |1

€ 5 C O 4 Notsecwre | 10118:233231/ufopp/foldernav=h/srmvmormiFolderigroup-diics347987-542c449F-34bb- 29T 17983 summary % @ ncognito

7 uSphere-10.118.233.231 X | &
< C O & Notsecure | 10.118.233.231/uifapp/foldernav=hjurnmomi:Folder:group-d1:c6347987-9d2c-44F-adbb-29FFd1798a3d/summary % @ incognito i

New Datacenter
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9.1.2 Adding a Cluster
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Still on the Host and clusters page, select the Datacenter and click on New cluster... in the ACTIONS drop

down menu. Choose a name and validate the popup.

£ vSphere - Datacenter -5 x | &

« C O A Notsecure | 10.118.233.231/ui/app/datacenter;nav=h/urnvmonmi.Datacenter:datacenter-153:c6347987-9d2c-449F adbb-29ffd1798a3... (@) Incognito ~ :

<« C O A Notsecure | 10.118.233.231/ui/app/datacenter;nav=h/urnvmomi:Datacenter:datacenter-153:c6347987-9d2c-449F-adbb-20fd179823... % (@) Incognito

New Cluster

For more information on clusters, please see the Creating and Configuring Clusters documentation: https://

docs.vmware.com/en/VMware-vSphere/8.0/vsphere-vcenter-esxi-management/GUID-

F7818000-26E3-4E2A-93D2-FCDCE7114508.html

9.2 Add an ESXi-Arm Fling host to vCenter Server

On the Hosts and clusters page, select the Datacenter and click on Add Hosts... in the ACTIONS drop down

menu.

1. Name and location: enter the IP address of the host

2. Connection settings: enter the host credentials

3. Host summary: review the information
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7.
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Assign license: choose a license to use for the host
Lockdown mode: let on Disabled (default)
VM location: choose the Datacenter

Ready to complete: Click Finish to add the host

Here is a Ampere Computing eMAG added to the Datacenter:

[ vSphere - 10.118.144.207 x | 4

&

Cc O A Notsecure | 10.118.233.231/ui/app/host;nav=h/urn:vmomi:HostSystem:host-217:c6347987-9d2c-449f-a4bb-29Ffd1798a3d/summary hxd @Incognito

vm vSphere Client Menu v Q, searchinall environments C (®) v Administrator@VSPHERELOCAL v ©

9 [ 10.18.144.201 |

Summary Monito

[ Ubuntu

etworking

Recent Tasks Alarms

9.3 Create a Virtual Machine

On a Datacenter, a Cluster or a Host, choose New Virtual Machine... from the ACTIONS drop down menu.

—

o g W DN

Select creation type: Create a new virtual machine
Enter Name and a location for the virtual machine
Select a compute resource: the host

Select storage: datastore1

Select compatibility: ESXi 8.0 U2 and later

Select a guest 0S:
a. Guest OS Family: Linux
b. Guest OS Version: <any from the below supported guest list>

Customize hardware:
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CPU: <choose from available list>
Memory: <within available limit>
Hard disk: <within available limit>
Network Adapter: <default> (E1000e)
USB controller: <default> (USB 3.1)
CD/DVD Drive: Choose "Datastore I1SO file" — Browse datastore to upload/find the required
ISO and click on Connect At Power On.
g. Video Card: <default>
Note: The USB controller is required to use the keyboard and mouse to interact with the Virtual
Machine.

-~ ® Q0 Uo

8. Ready to complete — Finish

[ vSphere-10.118.144.207 x | +

& C (O A Notsecure | 10.118.233.231/ui/app/host;nav=h/urn:vmomi:HostSystem:host-217:c6347987-9d2c-449f-a4bb-29Ffd1798a3d/summary b g @Incognito

New Virtual Machine

1 Select a creation type Customize hardware

2 Select a name and folder Configure the virtual machine hardware
3 Select a compute resource

4 Select storage Virtual Hardware VM

5 Select compatibility

6 Select a guest OS

7 Customize hardware

New CD/DVD Drive *

Not Configured

Powering on the VM should take you to the OS installer:

VMware vCenter Server Basics — 41



Arm — ESXi-Arm Fling Doc

% vSphere - arm-linux-Sum X | 4

&« C ( A Notsecure | 10.118.233.231/ui/app/vm;nav=h/urn:vmomi:VirtualMachine:vm-230:c6347987-9d2 c-449f-a4bb-29FFd1798a3d/summary pid @Incognito

vm vSphere Client Menu v

Install VMware Tools...

Attribute Value

Recent Tasks A

9.4 Access VM Remote Console

Clicking on Launch Web Console opens a new browser window with the Web Console. Use the keyboard and
mouse to interact with the VM.
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vSphere - arm-linux-Sum X | @ arm-linux x 4+

C @ A Notsecure | 10.118.233.231/ui/webconsole.htm(2vmld=vm-230&vmName=arm-linux&serverGuid=c6347987-9d2c-449f-adbb-29fFd179... ¥ @ Incognito

arm-linux Enforce US Keyboard Layout | View Fullscreen | Send Ctrl+Alt+Delete

Willkommen! Bienvenue! Welcome! Aofipo noxanoeaTte! Welkom! [ Help ]

[ English
[ Astu
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10 Enabling vMotion

General guide to vMotion on virtual machines:

https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.vcenterhost.doc/GUID-
D19EATCB-5222-49F9-A002-4F8692B92D63.html

Note: Do not mix systems in the same cluster. E.g. do not mix eMAGs and Pies in the same cluster. Also, do
not mix x86 and Arm systems in the same cluster.

10.1 Pre-requisites

1. Itis recommended that a separate NIC be configured for vMotion and FT logging to ensure that
sufficient bandwidth is available.
a. From the vSphere Web Client navigate to the host — Configure — Networking — Vmkernel
adapters
Choose the vmkernel port group to be configured for vMotion and select Edit
Enable vMotion from the list of available services

vmkO - Edit Settings

Port properties

VMkernel port settings
IPv4 settings

TCP/IP stack Default
IPv6 settings MTU 1500

¥ vMotion
W Provisioning

M Fault Tolerance logging
¥ Management

M vSphere Replication

M vSphere Replication NFC

W vSAN

2. When you migrate virtual machines with vMotion and choose to change only the compute host, the
VM needs to be on shared storage
to ensure that it is accessible to both source and target hosts. Shared storage can be configured with
a SAN, or implemented using iSCSI and NAS.

10.2 VM migration with vMotion

1. Navigate to the VM you want to migrate, right-click and select Migrate...
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2. Select a migration type

a. Change compute resource only (VM needs to be on shared storage)
b. Change storage only (Migrate VM to a different datastore, but same host)
c. Both (Migrate VM to a different host and datastore)

Migrate | Debian_10.4

1Select a migration type Select a migration type

2 Select a compute resource  Change the virtual machines' compute

3 Select storage

T ® Change compute resource only

5 Select vMotion priority Migrate the virtual machines to another host or cluster
6 Ready to complete @ Change storage only

Migrate the virtual machines

O Change both compute resource and storage

Migrate the virtual machines to a specific host or cluster and their storage to a specific datast

3. Select destination host

Migrate | Debian_10.4

1Select a migration type Select a compute resource
2 Select a compute resource  Select a cluster, host, vApp or resource pool to run the virtual machines.
3 Select storage
4 Select networks
v (5§110.118.233.236
5 Select vMotion priority

6 Ready to complete

ware.com

[A arm64-tester3.eng.vmware.com

Compatibility

 Compatibility checks succeeded
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4. Select destination storage

Migrate | Debian_10.4

1 Select a migration type
2 Select a compute resource
3 Select storage

4 Select networks

5 Select vMotion priority

6 Ready to complete

5. Select destination network

Migrate | Debian_10.4

1 Select a migration type
2 Select a compute resource
3 Select storage

4 Select networks

5 Select vMotion priority

6 Ready to complete
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Select storage
the destination storage for the virtual machine migration.

Configure per disk O

Select virtual disk format: Thin Provision

Policy: p existing V poli

Capacity Provisioned Free Type Cluster

m-dynamo 894 GB 33.88GB 888.22 GB VMFS 6

fs2 892,03 GB 15111 GB 740.92 GB NFS v3

datastore1 (2) 319 GB 141GB 31759 GB VMFS 6

Compatibility

Compatibility checks succeeded

Select networks
Select destination networks for the virtual machine migration.

Migrate VM networking by selecting a new destination network for all VM network adapters attached to the same source network

Source Network Used By Destination Network

VM Network 1VMs /1 Network adapters VM Network

Compatibility

' Compatibility checks succeeded.
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6. Select vMotion Priority: <recommended>

Migrate | Debian_10.4

1Select a migration type Select vMotion priority

2 Select a compute resource  Protect the performance of your running virtual machines by prioritizing the allocation of
3 Select storage CPU resources.

4 Select networks

Bl T © Schedule vMotion with high priority (recommended)

vMotion receives higher CPU scheduling preference relative to normal priority migrations. vMotion might complete more quickly.
6 Ready to complete
@ Schedule normal vMotion

VvMotion receives lower CPU scheduling preference relative to high priority migrations. You can extend vMotion duration.

CANCEL ‘

7. Review and finish

Migrate | Debian_10.4

1 Select a migration type g D

2 Select a compute resource  Verify that the information is correct and click Finish to start the migration.

3 Select storage

4 Select networks

5 Select vMotion priority Migration Type Change compute resource and storage
Elaadyiclcomaiets) Virtual Machine Debian_10.4

Cluster Thunderx

Host arm64-tester3.eng.vmware.com
'vMotion Priority

Storage

Disk Format Thin Provision

Networks No network reassignments
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11 Enabling vSphere HA

11.1 Pre-requisites

1. Download the specific FDM VIB from the ESXi-Arm Fling site for your version of your vCenter Server.
At launch of the fling, vCenter Server 7.0d (Build 16749653) and vCenter Server 7.0c (Build 16620007)
are supported.

Step 1 - Upload the FDM VIB to ESXi host via SCP or vSphere Datastore Browser
Step 2 - Install the FDM VIB

[root@rpi-2.primp-industries.com:~] esxcli software vib install -v /vmware-fdm-7.0c-1
6620014.arm64.vib --no-sig-check
Installation Result

Message: Operation finished successfully.

Reboot Required: false

VIBs Installed: VMware_bootbank_vmware-fdm_7.0.0-1620014

VIBs Removed:

VIBs Skipped:

Step 3 - Enable vSphere HA on the vSphere Cluster

Edit Cluster Settings | secret-ciuster

vSphere HA
Failures and responses  Admission Control Heartbeat Datastores Advanced Options

You can configure how vSphere HA responds to the failure conditions on this cluster. The following failure conditions are

supported: host, host isolation, VM component protection (datastore with PDL and APD), VM and application.

Enable Host Monitoring @
> Host Failure Response Restart VMs v
> Response for Host Isolation Disabled v
> Datastore with PDL Power off and restart VMs v
Datastore with APD Power off and restart VMs - Conservative restart policy v

> VM Monitoring Disabled v

Step 4 - If you wish to get rid of "The number of vSphere HA heartbeat datastores for this host is 1, which is
less than required: 2" message, you can add the following Advanced

Setting das.ignorelnsufficientHbDatastore = true and then right click on one of the ESXi hosts and select
"Reconfigure for vSphere HA" operation the message to go away
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Edit Cluster Settings | secret-Cluster

vSphere HA

Failures and responses  Admission Control Heartbeat Datastores Advanced Options

You can set advanced options that affect the behavior of your vSphere HA cluster.

Add Delete
Option Value

das.ignoreRedundantNetWarning true
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12 Enabling vSphere Fault Tolerance

12.1 Pre-requisites

0. Suggested reading - General guide to FT on virtual machines: https://docs.vmware.com/en/VMware-
vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-7525F8DD-9B8F-4089-B020-BAA4AC6509D2.html

1. Itis recommended that a separate NIC be configured for vMotion and FT logging to ensure that
sufficient bandwidth is available.
a. From the vSphere Web Client navigate to the host — Configure — Networking — Vmkernel
adapters
Choose the vmkernel port group to be configured for FT and select Edit

c. Enable vMotion and Fault Tolerance logging from the list of available services (Yes, you need
both)

vmkO - Edit Settings

Port properties

VMkernel port settings

TCP/IP stack Default
MTU

IPv4 settings

IPV6 settings

Available services
Enabled services

2. vSphere HA should be enabled for the cluster. See Enabling vSphere HA section for detailed
instructions

Step 1 - Browse to the VM in vSphere web client — Right-click and select Fault Tolerance — Turn On Fault
Tolerance
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vm vSphere Client O\ Search in all environments

8 ) ¢ Debian_10.4 | e g ® ACTIONS Vv

=

1] 10.118.233.236 Summary Monitor Configure Permissions Datastores Networks Snapshots Updat

. L] o IP Addresses: 10.118.151.187
v Ptarmigan 7.0.0d

v [EJ ThunderX Launch Web Console

View all 2 IP addresses
Host: arm64-tester0.eng.vmware.com
|=A' arm64-tester0.eng.vmware.com Launch Remote Console ¥
[a arm64-tester3.e [fh Actions - Debian_10.4 m "\,
(% Debian_10.4

Power >
{fh Fedora 32 Serv

VM Hardware
Guest OS >

Snapshots CPU 4 CPU(s)
Lj' Open Remote Console Memory I 4 GB, 0.04 GB memory active

& Migrate... Hard disk 1 16 GB

Clone Network adapter 1 VM Network (connected)

Fault Tolerance Turn On Fault Tolerance
Connected

VM Policies

16 MB
Template

Device on the virtual machine PCI bus that provides support for
Compatibility the virtual machine communication interface

Export System Logs... Additional Hardware
W Edit Settings...
Recent Tasks Alarms

Move to folder...
Task Name v

Step 2 - Select a datastore where the Secondary VM is to be placed

Step 3 - Select a host where the Secondary VM is to be placed
Step 4 - Review and finish

Debian_10.4 - Turn On Fault Tolerance

1 Select datastores Ready to complete

2 Select host Review your selections and click Finish to turn on fault tolerance on this virtual machine

3 Ready to complete

details for the VAL

Host: arm64-tester3.eng.vmware.com
Configuration File Location: bos3-arm-dynamo
Tie Breaker File Location: bos3-arm-dynamo
Hard disk 1 Location: bos3-arm-dynamo

CANCEL

Step 5 - Testing FT with failover
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1. Make sure the VM configured for FT is turned on

2. Browse to the VM in vSphere web client — Right-click and select Fault Tolerance — Test Failover
(The secondary VM in the second host should now be the primary VM)
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13 VMware Tools

ESXi-Arm does not include an installable version of VMware Tools for Arm Guest Operating Systems. To
install VMware Tools, you will need to manually compile Open VM Tools®® for your specific Guest Operating
System.

Here is an example of compiling latest Open VM Tools 11.1.5 for Ubuntu 20.04 AARCH64. For VMware
Photon OS AARCH®64, you can refer to this blog post®'for instructions.

Step 1 - Update and Install the following package dependencies:

apt update

apt install -y automake-1.15 pkg-config libtool libmspack-dev 1libglib2.0-dev \
libpam@g-dev libssl-dev libxml2-dev libxmlsecl-dev libxll-dev libxext-dev \
libxinerama-dev libxi-dev libxrender-dev libxrandr-dev libgtk2.0-dev \
libgtk-3-dev libgtkmm-3.0-dev

Step 2 - Clone Open VM Tools git repo:

git clone https://github.com/vmware/open-vm-tools.git
cd open-vm-tools/open-vm-tools/

Step 3 - Run the following commands to build and install Open VM Tools:

autoreconf -i
./configure

sudo make

sudo make dinstall
sudo ldconfig

Step 4 - We need to create a systemd unit file so we can enable and start Open VM Tools Daemon upon
startup. Run the following command to create vmtoolsd.service file

cat > /etc/systemd/system/vmtoolsd.service << EOF
[Unit]

Description=

Description=0pen VM Tools

After=

After=network-online.target

[Service]

ExecStart=
ExecStart=/usr/local/bin/vmtoolsd
Restart=always

30 https://github.com/vmware/open-vm-tools
31 https://blogs.vmware.com/arm/2020/10/09/installing-vmware-tools-on-photon-os-for-esxi-arm/
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RestartSec=1sec

[Install]
WantedBy=multi-user.target
EOF

Step 5 - Enable and Start Open VM Tools Daemon and verify using either the ESXi Host Client Ul or vSphere
Ul that Open VM Tools is now running

systemctl enable vmtoolsd.service
systemctl start vmtoolsd.service

[ ] @ vSphere - Ubuntu-20.04 - Sur X+

& C A Not Secure | 192.168.30.200/ui/a 'm;nav= 'momi:VirtualMachine:vm-80 dbe6-7668-4074-bcd8-8ae2 )6f59/summar

vm vSphere Client Menu v Q_ search in all environments

i) g 92 % Ubuntu-20.04 | * = & & ® | acrions

=1 192 00 Summary Monitor Configure Permissions Datastores Networks Snapshots Updates

Guest OS

Power Status B Powered on

Guest OS Y ubuntu Linux (64-bit

Encryption

VMware Tools 2unnin 0n:2147483647 (Guest Managed) @
DNS Name (1) ubuntu

[ LauncH remote ® IP Addresses (2)  192168.30.115
{5 Ubuntu-20.04 p SR

LAUNCH WEB CONSOLE
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14 Applications and Functionality to Test on ESXi-Arm

14.1 Datacenter and Near Edge

For larger capacity servers such as those based on the Ampere Computing eMAG 8180 or Ampere
Computing Altra, a number of system benchmarking tools including https://github.com/ARM-software/
meabo exist to help you understand the capabilities and performance you can obtain on your system.
VMware also offers Weathervane®? that can be used to stress test K8 clusters.

14.2 Mid-Edge (HoneyComb LX2K, Tegra Xavier AGX)

For smaller mid-range hardware, you can test one of several Edge computing Cloud framework such as
Amazon's AWS Greengrass®® platform which is an loT Edge processing offering integrated with AWS Cloud
services and capable of running offline or when networking is intermittent. Greengrass allows execution of
Lambdas, ML models, event processing and more. You can find out more about the supported Arm
platforms here34. Similarly, Azure loT Edge®® is the Microsoft Azure Edge processing platform for loT
offering a range of services such as Azure functions, streaming analytics, ML models and more. Azure loT
Edge supports multiple Arm platforms including Armé64. You can find out more details on the supported Arm
platforms here3®.

14.3 Far Edge (Raspberry Pi 4, NXP FRWY, Tegra Xavier NX, PINE64
Quartz64 Model A)

For the RPi4, check out the various Arm compatible OS options available including Photon 0S%” and we
suggest testing various VM lifecycle operations such as power events, snapshots, maintenance mode,
vMotion, creation of clusters. Exercise the use of resource reservations to ensure the limited CPU & memory
resources go to the highest priority VMs. Test VMware HA by simulating a node failure if you have a cluster,
and even test out Fault Tolerance for a zero-downtime far Edge solution. We hope these suggestions are
helpful but we know you'll have many of your own ideas about how to use this technology and we look
forward to hearing about your use-cases and experience.

32 https://blogs.vmware.com/performance/2017/04/weathervane-performance-benchmarking-now-open-source.html

33 https://aws.amazon.com/greengrass/

34 https://docs.aws.amazon.com/greengrass/latest/developerguide/what-is-gg.html#gg-platforms

35 https://azure.microsoft.com/en-us/services/iot-edge/

36 https://docs.microsoft.com/en-us/azure/iot-edge/support

37 https://vmware.github.io/photon/assets/files/html|/3.0/photon_installation/installing-the-iso-image-for-photon-0s-30-rpi3.html
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15 Troubleshooting

15.1 Support

If you are running into installation or setup issues with the ESXi-Arm Fling, please use the Comments®® and/
or Bug® section of the ESXi-Arm Fling website.

In addition, you can also engage with the ESXi-Arm team and community on Slack at #esxi-arm-
fling*® on VMware {code}*'

15.2 Generating Support Bundle

If you are able to install ESXi-Arm Fling and still having issues, it is recommended that you provide a support
bundle which can be accessed by Engineering. You can either share a public download URL in the
Comments/Bugs section of the ESXi-Arm Fling website or you can directly share that with someone from
ESXi-Arm team via private Slack direct message.

There are two methods to generate support bundle, using either the ESXi Host Client Ul or ESXi Shell.

15.2.1 ESXi Host Client Ul

Open browser and login to the ESXi-Arm IP Address/Hostname. Under Actions, select "Generate support
bundle" and once the support bundle has completed, you will be provided a download link.

Q Actions

[ Host

Manage with vCenter Server

) Disconnect from vCenter Server
%41 Create/Register VM

[@5 Shut down

[# Reboot

i@ Services

@. Enter maintenance mode

[, Lockdown mode

&, Permissions

":‘ Generate support bundle
[ SSH Console

38 https://flings.vmware.com/esxi-arm-edition#comments
39 https://flings.vmware.com/esxi-arm-edition#bugs

40 https://vmwarecode.slack.com/archives/C01BLUF1BJ8
41 https://code.vmware.com/web/code/join
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15.2.2 ESXi Shell

SSH to ESXi-Arm IP Address/Hostname and then type vm-support. Once the support bundle has completed,
you will need to SCP it off the ESXi-Arm host to your local desktop.
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16 Known issues

16.1 ESXi

16.1.1 Network and disk monitoring may not be accurate

This is largely dependent on I/0 drivers, some of which are in-development.

16.1.2 Virtualization

16.1.2.1 vMotion is not supported between hardware with different SoCs

Do not attempt to migrate a running Virtual Machine between different systems (e.g. Ampere eMAG and a
Raspberry Pi).

16.1.2.2 Fixed-size frame buffer graphics

The UEFI GOP frame buffer defaults to 1024x768.

16.1.2.3 Guest VM hangs with black screen after a while

A Linux VM may be configured to enter a low power mode (aka "suspend to idle", nothing to do with
suspending VMs).
Workaround: Make sure automatic suspend is turned off in your desktop settings.

Activities £ settings v Sep 26 03:03 W O~

Q Settings = Power
@ Network
3 Bluetooth

E Background
Suspend & Power Button

Automatic Suspend off

B3 Keyboard Shortcuts
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16.1.2.4 Paravirtualized drivers are not built in Linux

VMXNET3, VMCI, PVSCSI, SVGA3 and balloon drivers are generally not available in standard Linux
distributions. With the exception of Ubuntu having VMXNET3 support.

16.1.2.5 USB1.1 is not supported

The keyboard and pointing devices will not be detected if virtual USB1.1/USB2 controllers are enabled. Only
use virtual USB3 controller (which is the default when creating a Virtual Machine).

16.2 vCenter

16.2.1 A general system error occurred: Unable to push signed certificate to host
The warning message is shown in vSphere Ul when adding ESXi-Arm host to vCenter Server. This occurs as

there is a time skew between the ESXi-Arm host and vCenter Server, and is exacerbated due to some
systems (e.g. Raspberry Pi) not having a battery backed RTC.

Workaround: Ensure all systems sync their time from the same source. For detailed instructions on
configuring NTP for ESXi-Arm host, please refer to the "VMware ESXi Host Client" section.

16.2.2 vSphere Auto Deploy is not supported for armé64 hosts

The vSphere Auto Deploy can not be used with arm64 hosts.
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